Real-time electrocardiogram streams for continuous authentication
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A B S T R A C T

Security issues are becoming critical in modern smart systems. Particularly, ensuring that only legitimate users get access to them is essential. New access control systems must rely on continuous authentication (CA) to provide higher security level. To achieve this, recent research has shown how biological signals, such as electroencephalograms (EEGs) or electrocardiograms (ECGs), can be useful for this purpose. In this paper, we introduce a new CA scheme that, contrary to previous works in this area, considers ECG signals as continuous data streams. The data stream paradigm is suitable for this scenario since algorithms tailored for data streams can cope with continuous data of a theoretical infinite length and with a certain variability. The proposed ECG-based CA system is intended for real-time applications and is able to offer an accuracy up to 96%, with an almost perfect system performance (kappa statistic > 80%).

© 2017 Elsevier B.V. All rights reserved.

1. Introduction

Security applications are gaining momentum in modern societies. With the advent of information technologies, data and resources are available almost anytime, anywhere. One key aspect is to ensure that the access to these elements is provided for authorized users only. This need is usually referred to as access control [1].

As a prerequisite of access control, the identity of the user has to be established. This process is called authentication and is especially critical when sensitive data is at stake. For instance, access to medical records can be forbidden until being authenticated [2].

Authentication can be carried out by means of something the user knows, something the user has and/or something the user is [3]. Among these three alternatives, the latter is receiving particular attention as a consequence of the evolution of biometrical systems, i.e., the acquisition of body-related variables called biosignals [4]. For example, entering a building after fingerprint recognition or accessing a smartphone application after facial scanning are two cases of these systems [5,6]. Recent developments for medical devices open up the door to the access of biosignals in almost real-time. These devices can be placed over the skin (e.g., a external heart rate monitor), semi-implanted (e.g., an insulin pump) or within the body (e.g., a pacemaker or a neurostimulator). Implantable medical devices (IMDs) is the general term used to refer to electronic devices implanted within the body. IMDs are designed to provide a medical treatment, to monitor the patient’s status, or to enable a particular capability in the patient [7].

Different biosignals have already been considered for authentication purposes, including the electroencephalogram (EEG) [8], the photoplethysmograph (PPG) [9] and the Electrocardiogram (ECG) [10]. Likewise, the continuous availability of biosignals enables performing an advanced form of authentication, called continuous authentication (CA). This variant is different from non-continuous authentication (NCA). In NCA, the user is authenticated once at time \( T \), for example when s/he is logged in a system with authentication checking. On the contrary, in a CA setting the user is authenticated every period of time \( T_i \), thus ensuring the continued presence of the user.

Bio signal-based CA approaches have a direct benefit: users cannot transfer their privileges to other parties, since it must be the very same user who is periodically authenticated. Despite this benefit, one drawback is that biosignals evolve over time and may be slightly different from time to time. As a consequence, the authentication mechanism should be continuously enhanced and not static as time goes by [11].
Such a continuous enhancement and the adaptation to changes makes artificial intelligence (AI) techniques particularly suitable. In particular, as the process requires telling apart the legitimate user from other subjects, it can be considered a classification problem. This problem has been frequently solved through AI and, particularly, data mining and machine learning techniques. Machine learning focuses on the design of algorithms to make predictions after the identification of structural patterns in data. In general a model is created, trained with part of the existing dataset and evaluated with the remaining part of the dataset [12].

Since biosignals can be retrieved in real-time, this can be taken as an advantage to permanently refine the authentication mechanism. To this end, beyond machine learning, data stream mining can be applied. Data stream mining (DSM) is a recent IA technique that leverages data streams to adapt the classification model when a change is detected [13]. This is especially beneficial for the case of biosignals, due to their aforementioned evolution over time. Interested readers are urged to consult [14–16] for a detailed introduction to DSM and related concepts.

**Contribution & organization:** Despite the potential of DSM for biosignal-based CA, this approach has not been previously explored. To this end, this paper presents the use of DSM for a particular type of cardiac signal, namely ECG data. The proposed solution allows the use of ECG streams in real-time applications in which the credentials of the users are validated in a continuous fashion. For the generation of the ECG streams in CA setting different approaches have been assessed. For completeness, the NCA scenario has been also evaluated.

The rest of this paper is structured as follows. Section 2 introduces related work in this area. The main differences between data mining and data stream mining are explained in Section 3. Our system is first introduced in Section 4 and the details are provided in Section 5. In Section 6, we present the results of our experimentation for NCA and CA approaches and a discussion is provided in Section 7. Finally, in Section 7 we draw some conclusions and outline some future work.

2. Related work

The use of biometrics is widespread nowadays, from the use of the touchscreen in smart devices [17] to a more common approach like fingerprint-based identification [18]. Biological signals are currently taking an important role in the authentication field [19] and they are considered useful biometric traits. Multiple physiological signals are used in this context, such as the EEG signal [8], the PPG signal [9], or the ECG signal [10].

Though many existing works deal with classical authentication using assorted biometric traits [20], continuous authentication systems and applications have been also extensively developed. For instance, Niinuma et al. [21] use the facial skin and color clothes to authenticate users. In the context of mobile devices, facial [22] and touch screen recognition [23] have been applied. Signal processing has also been used in this field, particularly PPG and ECG signals. Although some proposals work with PPG [24,25], here we focus on those related to ECG signals since electrocardiograms are a richer signal from the information point of views—PPG signals only provide beats and average heart rate.

Focusing on ECG signal authentication, several works are devised. In [26] the QRS complex, the most stable component of ECG signal, is applied in the continuous authentication process. After preprocessing the QRS complex and extracting the cross-correlation of QRS signals between a pair of templates, the matching score is computed through different strategies, including using the mean, median, percentile and maximum values. Experiments attempt to analyze the permanence and stability of the biometric features extracted from the QRS complex in ECG signals on a time period of a day. Guennoun et al. [27] use several ECG features to perform continuous authentication. The Mahalanobis distance is then calculated between a heartbeat and a previously stored one such that results depend on a threshold when the process has been repeated for 35 heartbeats. The main limitation of this interesting proposal is that each ECG record only lasts 15 min and an experiment consumes around 30 s. In [28], the autocorrelation/linear discriminant analysis (AC/VIDA) algorithm is applied for the design of the biometric features extracted from the ECG signal. Each time an authentication is performed the signal is preprocessed and the result is matched with the stored one. The proposal was tested with a population of 10 individuals and the length of each ECG record is only 5 min. A different approach is proposed in [29], the ECG signal is converted into strings to be later classified. This proposal shows promising results but, as in previous works, the used ECG signals were recorded during a short time interval (<15 min).

Nonetheless, despite the use of ECG signals for continuous authentication, existing works are evaluated over cardiac signals of a few minutes length at maximum. The variability of the signals and, hence, that of the model, is not considered. An authentication model, created from an observed set of samples does not have to be always the same and it may evolve. Data streams are a useful way to manage this issue. In fact, they are already used in the context of data outsourcing [11] but, to the best of our knowledge, this contribution is the first time continuous authentication with ECG streams is applied.

3. Data analysis: data mining vs. data stream mining

Data mining refers to the set of technologies to handle larger datasets to find patterns, trends or rules and explain data behavior [12]. These technologies have consolidated due to the huge amount of data which is everyday collected and handled. Indeed, this is a trend which continues growing at a fast pace in different areas, for instance in the healthcare context [30].

However, given the amount of data often available the question is: What if data cannot be fitted in memory? In this case smaller training sets are demanding such that algorithms process subsets of data at a time. Then, the goal is the development of a learning process linear in the number of samples. In other words, the problem is that while data mining handles too much data, it does not consider the continuous supply of data. Models cannot be updated when new information arrives and the complete training process has to be repeated. Furthermore the length of the data feed is hugely larger—for instance, imagine a cardiac signal monitored during the entire life of an individual.

Opposed to traditional data mining, data stream mining (DSM) has emerged as a paradigm to address the continuous data problem. The core assumption is that training samples arrive very fast and should be processed and discarded to make room for new samples, thus being processed one time only. More specifically, DSM presents a set of different requirements [31]:

- **Uniqueness**: Each sample must be processed before a new one arrives and it has to be done only once, without being possible the retrieval of any previous samples.
- **Limitation of resources**: Use a limited amount of memory and work in a limited amount of time. Concerning the limitation of memory, this is one of the main motivations of using data streams because memory can be overloaded when too much data is stored in it. This restriction is physical and though it can be addressed using external storage, algorithms should scale linearly in the number of samples to work in a limited amount of time.
- **Immediacy:** An algorithm should be ready to produce the best model at any time regardless of the number of processed samples.

Concerning data mining algorithms, lazy and eager algorithms are key types to be distinguished [12]. In the former type no action is performed during the training phase, such that training data is stored and it waits until testing starts. By contrast, in eager algorithms a model is constructed from training data to apply testing on its regard. In the context of DSM, lazy and eager approaches are available but existing algorithms must be adapted to the data stream setting [13].

Other noteworthy types are parametric and non-parametric algorithms [32]. Parametric algorithms are those in which parameters are of fixed size and the model does not change regardless of the amount of data. Despite their simplicity, speed and less data required in the training phase, they are appropriate for simple problems and they are not well-fitted. Some examples are logistic regression [33] or naïve Bayes [34]. On the contrary, non-parametric algorithms are useful for learning when there is too much data and no prior knowledge. Flexibility to fit to a number of functional forms and high performance are some of their main advantages, while they require a substantial amount of training data, they are slower in the training phase and the training data could be overfitted if not carefully performed. Some common algorithms in this class are support vector machines [35], decision trees [36] and the K-nearest neighbour (K-NN) [12]. Among all these algorithms, K-NN is often used for its simplicity and efficiency [37]. Basically, the problem K-NN solves is to identify the point in a dataset closer to a set of given ones. In the training phase, any assumptions about the classification of samples is performed. In the classification, K samples belonging to the training set that are closest to the sample are used as a good indicator to determine an unknown class, generally using a majority voting.

### 4. System overview

An application of our system is depicted in Fig. 1. Imagine an air traffic control tower where there are controllers who should be permanently monitoring planes and, thus, verifying that everything runs smoothly. In this situation we have to consider that: (1) an intruder may enter into the tower trying to cause some damage; (2) a controller may try to do the work of another; and (3) physiological indices such as the heart rate is not constant and may vary according to each situation (e.g., too many plains about to take off or landing). In this regard, an authentication system requires the continuous authentication of each controller verifying that no impersonation attacks are performed and that each controller is in the work place no matter ECG fluctuations.

According to the example in Fig. 1, the system works in the following way assuming that captured ECG signals are sent to a central unit (e.g., a smartphone or a nearby computer). Firstly, in the set-up phase, the ECG signal of each controller is observed (collected) for some time (i.e., 30 min) and, once cleaned and pre-processed, a reference model is constructed (similarity module). Secondly, in the operating phase, the system is prepared to start the authentication process, in this case verifying that each controller in the tower throughout the office hours and feels well. In a first step, ECG records are cleaned, features are extracted and each ECG sample passes (or is discarded) by the similarity module. After that, the observed ECG signal of each controller is compared against the reference model (learner), also using part of the signal for learning and adjusting the model accordingly. Note that in case a change is produced, e.g., due to stress caused by 10 planes landing in a sort period of time, the ECG signal may change. However, as the model adapts dynamically to the situation, no alarm will be activated. In contrast, in case a big change in the ECG signal is detected, due to someone impersonating a controller or s/he feeling suddenly very dizzy, the authentication fails and an alarm is activated. The steps followed during the set-up and operation phases are summarized in Algorithm 1.

#### Algorithm 1. ECG-based authentication

**procedure** `SET-UP PHASE`
1. Capture ECG records
2. Pre-process & Extract features
3. Build reference model for each user
**end procedure**

**procedure** `OPERATION PHASE`
1. Capture ECG records
2. Pre-process & Extract features
3. Pass/discard ECG samples (similarity module)
4. Authenticate samples (learner module)
5. Update the learner (if necessary).
**end procedure**

### 5. System description

The general architecture of an ECG-based authentication system is displayed in Fig. 2. Firstly, in this paper we assume that the cardiac signal is acquired by an IMD (e.g., a pacemaker or an implantable cardioverter defibrillator), or perhaps by external sensors attached to the body of the individual. Once ECG signals are recorded, they need to be preprocessed before feature extraction. To do this the ECG signal is split into time windows and, for each window, a set of numerical features are extracted. Then, the similarity module discards those that do not seem to come from the user. Finally, the samples are classified using a classifier such as a decision tree, a support vector machine, a nearest neighbor algorithm, and so on. In fact, nearly all data mining algorithms can be tailored for coping with the data stream problem.

More details about each component of the ECG-based authentication system (see Fig. 2) are explained in the following sections.

#### 5.1. Dataset and pre-processing

Pacemakers and implantable cardioverter defibrillators are the most extended class of implantable devices (the first pacemakers date from the early 1950s [38]). An electrocardiogram (ECG) represents the electrical activity of the heart during a period of time. In particular, an ECG chart is composed of a set of waves: P, Q, R, S and T [26]. The ECG records are cleaned as the first step. For that, the zero-frequency component (DC bias) is eliminated and then the records are passed through a pass-band filter. An entire-raw ECG signal from a user $U_i$ is divided into windows of $L$ seconds:

$$ECG^{(i)} = \{ECG^{(i)}_{W(1)}, ECG^{(i)}_{W(2)}, \ldots, ECG^{(i)}_{W(N)}\}$$

where $N \gg 1$. Subsequently each $ECG^{(i)}_{W(j)}$ is the input of the feature extraction module.

#### 5.2. Feature extraction and similarity module

Fiducial and non-fiducial approaches can be followed for extracting features of a physiological signal. Fiducial-based approaches are those in which characteristic points (e.g., Q, R and S peaks in ECG signals [39,26]) in the time-domain can be used for the feature extraction. On the other hand, non-fiducial approaches obtain features from a transformed domain (e.g., Fourier or wavelet [40,41]). In terms of performance, fiducial-based and transform-based approaches achieve similar results as reported in the comparative analysis by Odinaka et al. [42]. In our particular case, we opt for avoiding any sort of manipulation of
the ECG signal in the time domain. The efficiency and simplicity of the system are the main goals that justify to work in a transform domain.

In particular, in the time-domain the ECG signal is only segmented into windows—this is the minimal possible manipulation of the signal. After that, a transform (TF) is applied over each ECG window and a set of $M$ coefficients is obtained:

$$F_{w(i)} = TF \left( ECG_{w(i)} \right) = \left\{ f_{w(i)}^0, f_{w(i)}^1, \ldots, f_{w(i)}^M \right\}$$  \hspace{1cm} (2)

Each of these feature vectors $F_{w(i)}$ is passed through the similarity module which discards bad ECG samples, that is, samples which are considered to be too far from the reference model (outliers). The reasoning behind this is that the learner only analyzes “good” feature vectors and there is a benefit in the performance of the system in comparison with the obtained without this filtering.

Each user is responsible for the similarity checking module. For that, the user computes a reference matrix, which is called the reference module. To do so, in the set-up phase, the ECG signal is observed during a $T_0$ time interval (e.g., half an hour of continuous cardiac signal motorization). A matrix of $N$ average vectors is computed. Each of these vectors ($\bar{Y}_i$ where $i = \{1, \ldots, N\}$) represents an average value of ECG windows ($L$ seconds) in the Hadamard domain:

$$\bar{Y}_i = \frac{1}{T_0/(L \times N)} \sum_{q=1}^{T_0} F_{w(i)}^q \left( \frac{q}{L \times N} \right)$$  \hspace{1cm} (3)

Then, the similarity module works in the following way. A set of $N$ new observed ECG windows ($F_{w(i)}^q$, where $i = \{1, \ldots, N\}$) are discarded or not depending on their similarity to the user’s reference model. We use the Pearson’s linear correlation coefficient (corr) to measure similarity between two matrices. Other similarity metrics could be used but we chose this due to its invariant behaviour to scale and shift changes. Mathematically, the module is described by the following equation:

$$\begin{cases}
\text{Discard ECG samples} \quad \text{if} \quad |\text{corr}| < \delta \\
\text{Transmit ECG samples} \quad \left( \begin{bmatrix} F_{w(1)}^q & F_{w(2)}^q & \cdots & F_{w(N)}^q \end{bmatrix} \right) \quad \text{otherwise}
\end{cases}$$  \hspace{1cm} (4)

where the parameter $\delta$ is tuned through experimentation.

Finally, the ECG streams are sent to the learner. We have evaluated two approaches: (1) buffered solution; (2) unbuffered solution. In the former, each ECG stream represents an average value of feature vectors (Hadamard domain) during an observation period $T_0$:

$$\bar{F}_{w(i)} = \frac{1}{T_0/(L \times N)} \sum_{q=1}^{T_0} F_{w(i)}^q \left( \frac{q}{L \times N} \right)$$  \hspace{1cm} (5)

The unbuffered approach is the most demanding scenario as each ECG stream represents the feature vector of an ECG window, i.e., $F_{w(i)}$. Fig. 3 depicts the creation of ECG streams for both proposed approaches. Also, considering that samples of different users can be received at different time and thus no order is expected, an illustrative example of several samples of a data stream of two users ($i, j$) is shown below:

$$\begin{split}
\begin{bmatrix}
\bar{F}_{w(i)}^1 & \bar{F}_{w(i)}^2 & \cdots & \bar{F}_{w(i)}^N \\
\bar{F}_{w(j)}^1 & \bar{F}_{w(j)}^2 & \cdots & \bar{F}_{w(j)}^N \\
\bar{F}_{w(j)}^1 & \bar{F}_{w(j)}^2 & \cdots & \bar{F}_{w(j)}^N \\
\bar{F}_{w(j)}^1 & \bar{F}_{w(j)}^2 & \cdots & \bar{F}_{w(j)}^N \\
\bar{F}_{w(j)}^1 & \bar{F}_{w(j)}^2 & \cdots & \bar{F}_{w(j)}^N \\
\end{bmatrix}
\end{split}$$  \hspace{1cm} \text{Buffered approach}

$$\begin{split}
\begin{bmatrix}
\bar{F}_{w(i)}^1 & \bar{F}_{w(i)}^2 & \cdots & \bar{F}_{w(i)}^N \\
\bar{F}_{w(j)}^1 & \bar{F}_{w(j)}^2 & \cdots & \bar{F}_{w(j)}^N \\
\bar{F}_{w(j)}^1 & \bar{F}_{w(j)}^2 & \cdots & \bar{F}_{w(j)}^N \\
\bar{F}_{w(j)}^1 & \bar{F}_{w(j)}^2 & \cdots & \bar{F}_{w(j)}^N \\
\bar{F}_{w(j)}^1 & \bar{F}_{w(j)}^2 & \cdots & \bar{F}_{w(j)}^N \\
\end{bmatrix}
\end{split}$$  \hspace{1cm} \text{Unbuffered approach}

5.3. Learner

As introduced in Section 3, a wide set of methods (e.g., decision trees, Bayesian methods, lazy, ensemble, etc.) can be used for the classification problem. Regardless of the used algorithm, a relevant aspect is how data is treated. Two approaches have been considered depending on whether the data is acquired in a continuous way or not and thus used in real-time or no real-time applications. In a real-time application in which cardiac records arrive continuously in a non-predefined order, an on-line analysis is used and

\[ \begin{bmatrix}
\bar{Y}_1 \\
\bar{Y}_2 \\
\vdots \\
\bar{Y}_N
\end{bmatrix}
\begin{bmatrix}
\bar{F}_{w(1)}^1 \ & \bar{F}_{w(1)}^2 \ & \cdots \ & \bar{F}_{w(1)}^N \\
\bar{F}_{w(2)}^1 \ & \bar{F}_{w(2)}^2 \ & \cdots \ & \bar{F}_{w(2)}^N \\
\vdots \ & \vdots \ & \ddots \ & \vdots \\
\bar{F}_{w(N)}^1 \ & \bar{F}_{w(N)}^2 \ & \cdots \ & \bar{F}_{w(N)}^N
\end{bmatrix}
\]
ECG streams are evaluated by interleaving testing and training (i.e., prequential evaluation) and following a sliding window strategy in which the size of the window is fixed and the buffer keeps the newest instances. Similar to the first-in, first-out data structures [43], and illustrated in Fig. 4, whenever a new instance is inserted into the window, another instance \( j - 5 \) is forgotten—\( S \) represents the window size. In particular, each new instance is used to test the model prior being used for training. Regarding the generation of data streams, buffered and unbuffered approaches are considered. Nonetheless, in a non real-time application, referred to as batch setting, the dataset can be split into training and testing and there is not memory restrictions.

In terms of security, non real-time applications correspond to a NCA system. On the other hand, the analysis in real-time of the ECG data streams (user credentials) conforms with the requirements of a CA system.

6. Experimental validation

Established parameters and results achieved after experimentation are presented in the following sections.

6.1. Experimental settings

Table 1 provides the experimental setting used to validate our approach. The experiments were performed using the recordings of 10 individuals from the MIT-BIH Normal Sinus Rhythm Database [44]. The individuals under study do not show any relevant medical problem and were observed during a long time period. Besides, Table 1 provides a brief motivation for each choice of values.

The Walsh–Hadamard transform (HT) is the chosen transformation in our system. The HT performs a projection of a signal onto a set of square waves, called Walsh functions (WAL). Mathematically, the forward and inverse HT of a signal \( x(t) \) of length \( W \) are defined as

\[
y_n = \frac{1}{W} \sum_{i=0}^{M-1} x_i \text{WAL}(n, i), \quad n = 1, 2, \ldots, W - 1
\]

\[
x_i = \frac{1}{W} \sum_{i=0}^{M-1} y_i \text{WAL}(n, i), \quad n = 1, 2, \ldots, W - 1
\]

Using the HT is justified by two main reasons. On the one hand, this transform is computationally efficient as it just consists of a matrix multiplication (that of the signal and the Walsh matrix). On the other hand, it has the ability of compressing the input signal, with the majority of the signal information being kept on the lower coefficients in the transformed domain. Therefore HT is efficient in terms of computation and memory requirements. Note here that the usage of other transforms (e.g., Fourier or Wavelet) were evaluated and discarded, mainly, due to their complexities in terms of computational requirements.

As for the learner, the K-nearest neighbour (K-NN) is the algorithm used [12]. In the NCA setting, the dataset is divided into training and testing—60/40 and 80/20 are the splits commonly used in this area [45]. In the CA analysis, a tailored K-NN is employed as the learner, which uses a buffer memory to keep a small portion of the instances (training ones). For updating, this buffer follows a sliding window strategy with a first-in-first-out (FIFO) rule. We refer the reader to [43] for a detailed introduction to data streams and drift concept.

The reasoning of using this learner is twofold: (1) efficiency; and (2) simplicity [37]. Regarding efficiency, a K-NN often outperforms more complex learners [12]. In relation to simplicity, a K-NN does not require complex computations. In detail, new samples are classified taking into account the class to which a set of training samples (N nearest instances) belong. Although more complex learners could have been used, we consider the K-NN the most appropriated since it offers a high performance and its simplicity facilitates the implementation of the system in portable devices with constrained resources.

6.2. Results

The main goal of the system is to achieve a high performance in the identification of the users enrolled in the system. Two approaches have been evaluated depending whether the data is sent or not in a continuous fashion to the learner (i.e., core of the CA system):

**Non-continuous authentication (NCA)** A data mining approach makes sense when we deal with non-real time applications and there is not severe memory restrictions. During a first phase (training), data of all the enrolled users is recorded and stored in memory. The classifier is then trained using these samples. After that, credentials (ECG streams) of the users are checked (testing phase)—for instance, user credentials are verified each time she/he attempts to unlock the touchscreen of her/his smartphone. Note that, motivated by the need to achieve high performance, the buffered approach is applied in our experimentation.
In connection to the application scenario described in Section 4, the credentials of each controller would be checked when s/he logs on the system (e.g., whenever her/his computer is turned on). **Continuous authentication (CA)** Classical approaches are not feasible when data is provided in a continuous way and memory restrictions exist. The use of an on-line analysis approach is much more suitable for processing data streams. Tools like massive online analysis (MOA) [31], VFML [46] and RapidMiner [47] are commonly used for mining data streams.

Following the scenario introduced in Section 4, the credentials of each controller would be verified at regular time intervals. In the unbuffered approach there is only a distance of few seconds between intervals, and this distance considerably increases to hundreds of seconds in the buffered approach. Accordingly, we have evaluated both approaches in Sections 6.4.1 (buffered approach) and 6.4.2 (unbuffered approach).

### 6.3. Non-continuous authentication (NCA)

We have a population of individuals and average feature vectors have been acquired at regular intervals. For simplicity, we use regular intervals in our experiments. This is not a limitation and

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Established parameters.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameters</td>
<td>Value</td>
</tr>
<tr>
<td>Pass-band filter</td>
<td>0.67 Hz and 45 Hz</td>
</tr>
<tr>
<td>N</td>
<td>3</td>
</tr>
<tr>
<td>δ</td>
<td>10⁻¹</td>
</tr>
<tr>
<td>L</td>
<td>2 s</td>
</tr>
<tr>
<td>M</td>
<td>256</td>
</tr>
<tr>
<td>T₀</td>
<td>3 min</td>
</tr>
<tr>
<td>Tₛ</td>
<td>30 min</td>
</tr>
<tr>
<td>K-NN</td>
<td>K=1</td>
</tr>
<tr>
<td>Max. num. instances in memory in CA approach</td>
<td>10% of the tested dataset</td>
</tr>
</tbody>
</table>
non-regular intervals might be also employed. In our experimentation, the population size is set to 10 and each individual was sensed during a period of 11 h. To assess the impact of the training dataset, the performance of the system has been evaluated for different training sizes. Fig. 5 shows the accuracy (correctly classified instances) and kappa statistic for several values of the training set. For the hard case (i.e., 10% of the whole dataset or, in other words, each individual is observed during around 1 h) the accuracy is over 93.5%. Therefore, the system performs well even when the training phase is set to minimal values. When we use common values (60% or 80% [45]) for the training set, the performance is almost perfect (97.4% and 97.9%). The value of kappa, which is greater than 0.81 for all the training sizes, shows a perfect agreement [48]—that is, the influence of “random guessing” is minimal.

To guarantee the robustness of our results, we have also tested the classifier using a 10-fold cross-validation. The accuracy and kappa statistic are 97.90% and 97.68%, respectively. Apart from showing a significantly high True Positive Rate (97.9%), as expected from a good identification system, the weighted average False Positive Rate is extremely low (0.2%). The detailed accuracy by class and the confusion matrix are summarized in Tables 2 and 3, respectively. All in all, the metrics indicate that the system is very close to an ideal identification system.

6.4. Continuous authentication (CA)

The buffered and unbuffered approaches have been tested—see Section 5 for a detailed explanation in the generation of the used ECG streams.

6.4.1. CA: buffered approach

We have tested the performance of the system for a population of individuals. According to the proposed use case (Section 4), assume that credentials (ECG streams) of controllers working in the same room of the tower are checked by a central unit in a continuous fashion at long-separated intervals. In this context, each subject generates an ECG data stream in a continuous way during a long period of time (i.e., 11 h per individual in our experiments). Each sample of the stream represents an average value in the Hadamard domain, as explained in Section 5.2 (see Eq. (5) for details). The population size has been set to 10 as in the NCA setting.

In Fig. 6 we can see the evolution of the accuracy over the time using a prequential evaluation. The learner employed is a nearest neighbor (i.e., K-NN with K = 1), as in the NCA setting but with a sliding window (maximum number of instances stored in memory) of reduced dimensions. In our experiments, 10% of the total instances are kept in memory. Having overcome the penalty of the first instances, the system exceeds the threshold of 90% and swiftly stabilizes around 96% of correctly classified instances. Similarly, the kappa statistic rapidly exceeds the 80% threshold, approaching an almost perfect classifier performance.

6.4.2. CA: unbuffered approach

We have assessed the system when the ECG streams are generated in a continuous way and at a high speed rate. Again, based on the proposed use case (Section 4), imagine a controller which has a cardiac problem and the authentication should be permanently to ensure the proper functioning of the system.

---

Fig. 4. Example of a sliding window strategy.

Fig. 5. Assessment of the training size for a small population (NCA).
In the previously described scenario, we have a unique legitimate individual. Therefore, the system has to distinguish between two classes. That is, the data streams belong to the legitimate user (IMD holder in our example) or to any other unauthorized/fraudulent user (the attacker, in general terms). We have tested this setting for each one of the 10 individuals of the buffered approach. Therefore, in each experiment there is a legitimate user and the other ones are categorized within a unique class (fraudulent user). The performance (accuracy) for each of these aforementioned experiments in summarized in Fig. 7. The accuracy is on average around 80%, with a standard deviation of 3.7%. Therefore, the system works well—in most cases, authorized users are correctly distinguished from intruders—and is particular well-suited to cope with the slight changes in the ECG data streams.

To assess the influence of whether the ECG streams are buffered or not, we have tested this setting using both approaches. In Tables 4 and 5 we show the obtained results. In terms of accuracy, the buffered approach offers a benefit of around 15% in comparison with the unbuffered approach. The Kappa statistic points out how the performance of the system switches from “substantial” to “almost perfect” accuracy when we move from the unbuffered to the buffered approach. Apart from performance metrics, the use of one approach or the other depends on the requirements demanded by the real-time application in question. The determining factor is
In particular, the approach, CA:

\[
\begin{array}{cccc}
S1 & S2 & S3 & S4 \\
76.00 & 77.81 & 72.75 & 71.02 \\
S5 & S6 & S7 & S8 \\
77.17 & 72.75 & 81.02 & 77.17 \\
S9 & S10 & & \\
84.12 & 73.51 & & \\
\end{array}
\]

The buffered rate of the application approach is provided almost instantly (i.e., intervals of 2 s). In contrast, only 20 examples/h is the sample rate used in the buffered approach (i.e., intervals of 3 min). Therefore, the particular application of the system will driven the used option.

Table 4
CA: unbuffered approach (two classes).

<table>
<thead>
<tr>
<th>Subject</th>
<th>Average accuracy</th>
<th>Average kappa</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>81.98</td>
<td>63.95</td>
</tr>
<tr>
<td>S2</td>
<td>81.39</td>
<td>62.79</td>
</tr>
<tr>
<td>S3</td>
<td>79.28</td>
<td>58.57</td>
</tr>
<tr>
<td>S4</td>
<td>76.00</td>
<td>52.05</td>
</tr>
<tr>
<td>S5</td>
<td>77.81</td>
<td>55.58</td>
</tr>
<tr>
<td>S6</td>
<td>72.75</td>
<td>45.49</td>
</tr>
<tr>
<td>S7</td>
<td>81.02</td>
<td>62.04</td>
</tr>
<tr>
<td>S8</td>
<td>77.17</td>
<td>54.35</td>
</tr>
<tr>
<td>S9</td>
<td>84.12</td>
<td>68.18</td>
</tr>
<tr>
<td>S10</td>
<td>73.51</td>
<td>47.12</td>
</tr>
<tr>
<td>Average</td>
<td>78.50</td>
<td>57.01</td>
</tr>
</tbody>
</table>

Table 5
CA: buffered approach (two classes).

<table>
<thead>
<tr>
<th>Subject</th>
<th>Average accuracy</th>
<th>Average kappa</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>96.80</td>
<td>93.59</td>
</tr>
<tr>
<td>S2</td>
<td>95.10</td>
<td>90.19</td>
</tr>
<tr>
<td>S3</td>
<td>91.32</td>
<td>82.50</td>
</tr>
<tr>
<td>S4</td>
<td>97.34</td>
<td>94.68</td>
</tr>
<tr>
<td>S5</td>
<td>94.06</td>
<td>88.13</td>
</tr>
<tr>
<td>S6</td>
<td>92.09</td>
<td>84.09</td>
</tr>
<tr>
<td>S7</td>
<td>94.80</td>
<td>89.62</td>
</tr>
<tr>
<td>S8</td>
<td>94.35</td>
<td>88.69</td>
</tr>
<tr>
<td>S9</td>
<td>97.95</td>
<td>95.90</td>
</tr>
<tr>
<td>S10</td>
<td>94.04</td>
<td>88.05</td>
</tr>
<tr>
<td>Average</td>
<td>94.79</td>
<td>89.54</td>
</tr>
</tbody>
</table>

7. Discussion

Although some authors have already explored the problem of continuous authentication with cardiac signals (e.g., ECG [27] and PPG [24], the used datasets are made up of records with length of only a few minutes), this is the first time that ECG records are interpreted and processed as data streams. In our opinion, a data stream approach fits perfectly the problem of CA, particularly in the case of ECG signals—and, more generally, physiological signals with a slight variability and a theoretical infinite length. We have considered the typical assumptions for classification in the DSM setting [49]: (1) each sample has a fixed number of attributes that are less than several hundreds; (2) the number of classes is limited and small (in our experiments, ten classes are considered at maximum); (3) we assume that the learner has a small memory; the size of the training dataset is larger than the available memory; and finally, (4) the speed rate of processing each sample is moderate high (the precise value is conditioned to the device that supports on-board the learner).

Data stream algorithms have the potential to deal with potential infinite amount of data. Regarding physiological signals, as far as we know, recordings are taken during a maximum period of 24 h in the best case [50]. The execution time of the algorithm used scales linearly with the number of examples. In our experimental setting, the learner consumes several tens of milliseconds per sample using a Quad Core 2.7 GHz Intel Core i5 with 16GB of RAM. Using this value (or the equivalent if different equipment is used), an upper bound of the time necessary for processing an arbitrary number of examples may be computed.

Although important variations on ECG streams only occur after 5 years observation period [51], we can find slight variations from time to time—that is, data is not stationary. This is often referred as concept drift. To deal with this, old instances should become irrelevant to characterize the current state of the system and this information would have to be forgotten by the learner. The interested reader can consult [43] for a detailed explanation of the main existing approaches in the literature. In our particular case,
as explained in Section 5.3, we keep only the most recent samples in memory and the memory size is fixed—sliding window strategy.

Aside from using a limited memory, we can benefit from drift detection mechanisms that reset the learner model and trigger the learning of a new one when a significant change is detected. We have tested two well-known methods: drift detection method (DDM) and early drift detection method (EDDM) [52]. In a nutshell, DDM is based on monitoring the number of errors produced by the learner during prediction—errors are modelled by a binomial distribution. DDM performs well to detect abrupt changes and not very slow gradual changes. EDDM was proposed with the aim of improving the detection of gradual changes and keeping a good performance with abrupt changes. Instead of considering only the number of errors as in DDM, it also takes into account the distance (number of examples) between two classification errors.

The performance of the two aforesaid methods has been evaluated with one of the subjects of the CA (unbuffered approach) setting which is our more demanding scenario. The subject 9 has been selected for this experimentation without prejudice to the generality in the results. More precisely, DDM and EDDM algorithms are used as a wrapper on the CA learner. We have tested two scenarios: (1) the original data stream; (2) artificial noise has been added to the original data—a 10% and 5% are the fractions of attributes values and class labels that have been disturbed, respectively. Fig. 8 displays the obtained results and Table 6 summarizes the average values. In both cases, DDM and EDDM converge to the same accuracy values which points out that the gradual changes in the ECG records are not very slow. In terms of performance, the CA with drift detection marginally improves our previous results of only using a KNN with sliding window. In addition, drift detection methods work well even when the data streams are quite noisy—the performance only suffers a brief dip. Note that we have overstated the used example since the noise remains during the whole data stream and often it is intermittent.

Finally, a key-aspect in the processing of cardiac signals is the time period during which the ECG is observed. This aspect is examined at the end of Section 6.4.2—see Tables 4 and 5 for details. In the buffered approach, each stream is linked with the observation of the ECG during a moderate long time period with the extra benefit of achieving a very high performance. In the unbuffered approach, the sending of the examples to the learner is almost instantaneous with the penalty of a slightly degradation of the performance in comparison with the buffered approach. The choice of one approach or another would be conditioned by the processing speed rate demanded by the learner. In our particular case (a CA system), we have the possibility to check the credentials of an individual almost instantaneously (each 2 s) or just remain patient and proceed with the verification once every 3 min.

8. Conclusions

We are currently in an era in which our surrounding devices generate and transmit data in a continuous way. An example of these devices are those belonging to the Internet-of-Things (IoT) or the new generations of implantable medical devices (IMDs) with wireless connectivity. These devices receive data continuously and very frequently in a non-orderly fashion. One use of such data is user authentication. In particular, the use of biological signals has been previously studied for authentication purposes. Cardiac signals (PPG or ECG) and brain signals (EEG) collected from IMDS or body sensors, are widely used for authentication and some authors have applied them to the CA scenario [24,29]. However, given the continuous nature of the authentication process, the system has to be adapted to changes; for example, ECG signal may slightly change over time. Thus, DSM emerges as a promising technique to face this sort of problems. To the best of our knowledge, none of the existing solutions use ECG signals as data streams.

We exploit the full potential of DSM for designing a CA system using ECG streams. The proposed real-time system has been evaluated using records of 10 individuals monitored during approximately half a day. Our results show the potential of ECG streams for security purposes. In fact, the behaviour of the classifier, which is the core of the CA system, is almost perfect. The CA approach achieves an accuracy as high as the NCA approach but with the benefit of using a limited memory and being able to process data streams. Moreover, we have tested the buffered and unbuffered approaches in the CA setting to show how the use of one or another is driven by the requirements of the real-time application (e.g., credentials/second that must be checked by the CA system). Finally, we have studied how drift detection techniques (e.g., DDM or EDDM) may help to deal with the existing changes in the ECG data streams—a wrapper approach has been tested. The results clearly indicate that drift detection techniques are effective to build robust CA schemes even under very noisy conditions.

As a future work, we plan to check whether the concept of ECG streams can be extended to other physiological signals. We hope this contribution can serve as seed to many other works that explore the use of biological signals for continuous authentication.
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